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INTRODUCTION EXPERIMENTMETHOD

• PL-CL: Fig.1 shows the overall framework of PL-CL.

Fig.1 Overall Framework

• PL-CL: The loss function of PL-CL is shown as follows.

• Insight:

• There are three kinds of priors that are useful for 

partial label learning, the correlations among 
instances, the mapping from instances to the 
candidate labels and non-candidate labels, I.e., 
complementary labels.


• The majority of the existing works overlook the 
valuable information in complementary labels. To 
fully take advantage of above mentioned priors, a 
novel PLL method named PL-CL is proposed. • Comparison on real-world datasets.

Code Link: https://github.com/Chongjie-Si/PL-CL  Yuheng Jia: https://cse.seu.edu.cn/2020/1114/c23024a353193/page.htm  Chongjie Si: https://chongjiesi.site

• Comparison on synthetic datasets (win/tie/loss).

• Ablation study.

• Comparison on transductive accuracy.

• Contributions：

• We first propose a complementary classifier, 

which has never been studied in the partial label 
literature. 


• We propose an adversarial term to link the 
ordinary classifier and the complementary 
classifier.


• We conducted extensive experiments to show the 
effectiveness of PL-CL.

• PL-CL:

• Construct an ordinary classifier and a 

complementary classifier.

• Design an adversarial term to link the outputs of 

the two classifiers.

• Construct an adaptive local topological graph 

shared by both the feature space and the label 
space 
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