
A partner classifier, built on non-candidate label data, facilitates 
mutual supervision with the base classifier. Each supervision 
stage updates labeling confidence using modeling output and 
applies a blurring mechanism. This output serves as supervision 
for interacting with the partner classifier, which operates similarly 
to the base classifier.
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Partial Label Learning with a Partner

Introduction Method Experiment
Task: Partial label learning, each sample has several labels, 
among which only one is ground truth.

Intriguing Phenomena:

• Each candidate label’s labeling confidence is likely to continually 
increase or decrease until convergence.


• A high-confidence false positive label may still have significant 
confidence later, risking incorrect identification of the true label.

Motivation: 
• Correcting mislabeled samples for a PLL classifier itself is hard.

• Non-candidate label information is rarely investigated in PLL.

Contributions: 
• We highlight two representative errors a PLL classifier may 

make, which has not been previously investigated in PLL.

• We introduce a partner classifier based on non-candidate labels 

to better identify and correct mislabeled samples of a base 
classifier through a mutual supervision framework, which is 
applicable to all types of PLL approaches. 


• We propose a novel collaborative term in the partner classifier, 
which links the base classifier and itself. Additionally, a blurring 
mechanism is introduced to add uncertainty to the outputs. 

Framework: Comparison with Stand-alone Methods: 

Comparison with Deep-learning Based Methods: 

Ablation Study:

Sensitivity Analysis:

Component: 
• Base classifier: any existing PLL approach.

• Update strategy: 

• Blurring mechanism: 


• ,  


• Normalize  to obtain 

• Partner classifier with the collaborative term:
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