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Unleashing the Power of Task-Specific Directions in 
Parameter Efficient Fine-Tuning

Observation LoRA-Dash Experiment
Task: Parameter Efficient Fine-Tuning (PEFT), minimal trainable 
parameters, comparable or even superior performance.

Question: What are task specific directions?

For a specific task and a pre-trained weight matrix W, considering the 
optimal weights for this task as W*∗, the task-specific directions of this 
task on W are W’s core singular directions whose singular values exhibit 
significantly higher change rates through the alteration from W to W*.

Challenge: How to obtain task specific directions?

Irrespective of the rank setting in LoRA, the training step, or the specific 
layer within the model, LoRA consistently captures the information of the 
task-specific directions.

Framework: Numerical Results

Visual Results

Pre-launch Phase: 
• Train LoRA for several training steps, then calculate the change rates for W.

• Identify the top k singular directions of W with the highest change rates.

• These directions are denoted as Task-specific Directions.

Dash Phase:
• Model the changes of task-specific directions:


